
Workshop Brainstorm: Research assessment and Open Science

Welcome!

Round 1

Please reflect about breadth of research/

academic work and outputs. Detail what

kind of activities they entail.

Group discussion topics in three rounds

Round 2

Please reflect about how research activities and outputs

are represented in assessment processes. Which kind

of indicators or appraoches are being used to evaluate

and incentivise them?

Round 3

Please identify advantages and shortcomings of

quantitative and qualitative approaches towards research

assessment.
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